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Abstract
Objectives To test the routine activity theory of deviance, we assess whether adolescents 
are most likely to use substances while they are involved in unstructured activities, in the 
presence of peers and in the absence of authority figures. We also test whether these situ-
ational factors interact.
Methods A time use instrument was applied to collect hour-by-hour information on activi-
ties and substance use from a sample of adolescents. To control for potential confound-
ers, the effects of the three situational factors on substance use were estimated with fixed-
effects logit models.
Results The findings show that adolescents’ substance use takes place during unstructured 
activities, when peers are present, and when authority figures are absent, and that these 
situational factors are not strengthened by each other.
Conclusions Supporting the routine activity theory of deviance, we conclude that unstruc-
tured activity, peer presence and absence of authority figures are situational factors that 
facilitate substance use. In contrast to what the theory proposes, and relevant for parents 
and professionals, these factors function independently and need not all be present simulta-
neously for deviant behavior to occur.
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Introduction

Substance use among adolescents has been linked to negative physical, social, and psycho-
logical consequences (e.g. Gmel et al. 2003). Moreover, early initiation of substance use 
has been identified as an important marker of later substance use problems (Behrendt et al. 
2009; King and Chassin 2007; Lynskey et al. 2003). These findings highlight the impor-
tance of understanding the etiology of substance use among adolescents. Much is known 
about individual differences between adolescents who do and who do not use alcohol and 
drugs [see for a review Flay and Petraitis (2003)] and about the prevalence of simultaneous 
use of alcohol and cannabis (Terry-McElrath et al. 2013). However, less is known about 
the differences between situations in which they use these substances and the situations in 
which they don’t (Hussong 2000).

To explain what situations facilitate or provoke deviant behavior (e.g. substance use), 
the routine activity theory of deviance (Osgood et  al. 1996) has been the dominant per-
spective in the literature. Like other opportunity theories of crime, in particular routine 
activity theory (Cohen and Felson 1979), crime pattern theory (Brantingham and Branting-
ham 1993) and rational choice theory (Cornish and Clarke 1986), it emphasizes situational 
conditions and criminal opportunities as proximal causes of crime. The theory identifies 
three situational elements that influence deviant behavior: unstructured activities, presence 
of peers, and absence of authority figures (Osgood et al. 1996).

Unstructured activities are activities that carry no agenda for how time is to be spent 
(e.g. hanging around). In structured activities, most time is spent in designated ways 
restricting the time available for substance use, whereas in unstructured activities the 
expectations about how time is spent are less fixed, which leaves opportunities and time for 
substance use. The presence of peers facilitates the use of substances by making it easier 
(e.g. alcohol availability), and by increasing the rewards in terms of enhanced status and 
reputation. Authority figures (e.g. parents) are individuals whose role in a situation accom-
panies a responsibility for exerting social control, thus their absence will reduce the risk 
of disapproval and sanctions. The combination of all three elements together is generally 
referred to as unstructured socializing.

The positive relationship between unstructured socializing and substance use has been 
widely supported (e.g. Augustyn and McGloin 2013; Barnes et al. 2007; Demers 1997), 
but the empirical evidence is characterized by two limitations.

First, a shortcoming of previous studies is that the relationship between unstructured 
socializing and substance use is only established at the level of the individual. It is rarely 
investigated at the level of the situation, which is the level at which it operates according to 
the theory. For example, is has been demonstrated that adolescents who spend more time 
with peers are more likely to use alcohol and drugs, but whether these adolescents use 
these substances during the time spent with peers is largely unknown. The same limitation 
applies to the two other situational elements: does substance use actually take place during 
unstructured activity and in the absence of authority figures? The few studies that did take 
a situational approach to investigate these questions focused on adults instead of adoles-
cents (e.g. Demers 1997), addressed only effects of time spent with peers (Beier 2018), and 
were limited to alcohol use exclusively (Beier 2018; Demers 1997).

The second limitation of previous research is that it has rarely investigated the inde-
pendent effects of the three elements that constitute unstructured socializing. Unstructured 
socializing is defined by a combination of attributes, i.e. as an unstructured activity during 
which peers are present and authority figures absent (Osgood et  al. 1996). Most studies 
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have thus combined multiple elements of unstructured socializing in a single item, for 
example by asking respondents about the amount of time they spend with friends without 
adults being present (e.g. Barnes et al. 2007; Flannery et al. 1999). This approach cannot 
distinguish between the effect of one situational element (e.g. presence of peers), the effect 
of the other element (e.g. absence of authority figures), and the effect of the simultaneous 
combination of both situational elements. Consequently, it has remained unclear whether 
unstructured activity, presence of peers, and absence of authority figures have independent 
effects, or whether their effects interact and are thus interdependent.

The present study aimed to resolve both limitations in the extant literature by examin-
ing at the situational level the relations between the elements of unstructured socializing 
and adolescent substance use. To that aim, we applied a dedicated time use instrument 
(Wikstrom and Butterworth 2006; Wikstrom et al. 2012) to systematically record how ado-
lescents allocate their time to activities. Detailed hour-to-hour information about 4  days 
was collected amongst 868 adolescents aged 11–18 years. For reasons of analytical rigor, 
we focused on within-person variation across situations, and selected for analysis only the 
229 individuals who reported substance use at least once during the 4-day data collection 
period. Our findings demonstrate that involvement in unstructured activities, presence of 
peers, and absence of authority figures provoke substance use. We provide evidence that 
these effects accumulate, but do not interact.

The key contribution of this paper is the combination of the unique situational data with 
an adequate statistical methodology to test the influence of situational elements on sub-
stance use, both separately and jointly. The results provide insight in the relative effects of 
unstructured activity, peer presence and authority absence on substance use. Intervention 
programs and policies might benefit from this knowledge as it may enable them to shift 
their attention to the specific situations that most strongly provoke the use of alcohol and 
drugs by adolescents.

Routine Activity Theory of Deviant Behavior

Even highly deviant people do not perform deviant behaviors all the time. To explain why 
a person is deviant in one situation but not in other situations, a situational perspective 
is required. In this perspective, it is not individual attributes and motivations that explain 
deviant behavior, but instead the conditions that stimulate or facilitate this behavior in par-
ticular situations. In criminology, the shift from the importance of individual attributes and 
motivations for behavior to opportunities for behavior was first made in social control the-
ory (Hirschi 1969), and was developed further by routine activity theorists.

Routine activity theory first focused on the situational aspects in which victimization 
of predatory crime occurs (Cohen and Felson 1979), and later on the situational aspects of 
deviant behavior in general (Osgood et al. 1996). Two other theoretical perspectives that 
focus on situational factors and criminal opportunities are rational choice theory and crime 
pattern theory. Rational choice theory (Cornish and Clarke 1986) takes a micro-economic 
perspective, emphasizing that criminal decision-making, like many other behaviors, is sub-
ject to the calculus of expected costs and benefits of choice alternatives. While our theo-
retical framework is structured by the routine activity of deviant behavior, where deemed 
necessary or useful we will highlight how its concepts and arguments relate to the rational 
choice perspective. Crime pattern theory (Brantingham and Brantingham 1993) takes 
a multidisciplinary approach with a focus on the geometry of crime, spatial routines of 
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offenders and criminogenic attributes of places. While highly relevant for understanding 
the geography of crime and deviant behaviors, the theory is less useful for understanding 
the situational aspects addressed in the present study. Therefore, it will not be used as a 
frame of reference in the present study.

The routine activity theory of deviant behavior (Osgood et al. 1996) assumes that both 
victimization and deviant behavior depend on opportunities available in the immediate 
situational context. This context consists of where an individual is, with whom, and what 
he or she is doing (Pervin 1978). The theory predicts deviant behavior (e.g., adolescent 
substance use) to take place when the deviant act is possible and rewarding. Osgood et al. 
(1996) assert that a situational context of unstructured socializing provokes deviant behav-
ior, and identify three situational elements that jointly define unstructured socializing: 
unstructured activity, the presence of peers, and the absence of authority figures. Situations 
of unstructured socializing are thus situations in which all three conditions converge simul-
taneously in space and time.

Unstructured Activities

The idea that certain types of activities can influence deviant behavior originates from 
social control theory (Hirschi 1969). According to this theory, and in line with the rational 
choice theory that puts behavior incentives center stage, involvement in conventional activ-
ities (e.g. homework) is part of the social bond of an individual to conventional society (e.g. 
school), and can provide protection against deviance because it increases the costs of devi-
ance. Besides an explanation for which individuals are most likely to be deviant, involve-
ment in certain activities can provide an explanation in which situations a person does or 
does not display deviant behavior (e.g., use alcohol and/or drugs). At this situational level, 
involvement in conventional activities is considered a protective factor explained by the 
assumption that “a person might be too busy doing these conventional activities to find 
time and opportunities to engage in deviant behavior” (Hirschi 1969, p. 22). For exam-
ple, in sports more time is spent in designated ways, restricting the time and opportunities 
available for substance use (Osgood et al. 1996). Unstructured activities, on the other hand, 
are considered risk factors for deviant behavior. Osgood et al. (1996) defined unstructured 
activities as activities that “carry no agenda for how time is to be spent” (p. 640). This 
definition covers activities that are not, or weakly, organized such as hanging around and 
visiting friends. For example, when visiting friends, generally the expectation about how 
time is spent is less fixed, leaving time and opportunities for substance use.

To the best of our knowledge, studies have not yet investigated the relationship between 
unstructured activities and substance use at the situational level, but only at the individual 
level. In line with theory, previous studies found that more time spent in unstructured activ-
ities is linked to more substance use (e.g. Miller 2013; Osgood et al. 1996). These studies 
looked at similar unstructured activities: evenings out for fun, going to parties, and driving 
around for fun. All studies found a positive relationship between substance use and these 
unstructured activities. For structured activities, previous research gave more attention to a 
variety of activities that could protect adolescents against alcohol and drug use. Time spent 
on homework (Barnes et al. 2007), work around the house and sports (Barnes et al. 2007; 
Miller 2013), cultural activities (Hawdon 1999; Miller 2013), and community activities 
(e.g. Anderson and Hughes 2009; Miller 2013) are all negatively associated with substance 
use. These studies combined seem to indicate that substance use is more likely during 
unstructured activities. Based on the above arguments and evidence, the first hypothesis 
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asserts that adolescents are more likely to use substances during unstructured activities 
than during structured activities (H1).

Presence of Peers

The importance of peer influence on behavior has long been acknowledged, and is salient 
in adolescence (for a review see Brechwald and Prinstein 2011). A robust finding is that 
adolescents’ behaviors and attitudes are remarkable similar to those of their friends (Brech-
wald and Prinstein 2011). This results from a combination of selection and socialization 
effects, which explain both about half of the similarity between behaviors and attitudes of 
friends (Kirke 2004; Petraitis et  al. 1995). Selection effects refer to the tendency people 
have to associate with people who are similar in terms of behavior and attitudes. The selec-
tion effect is a precondition for the socialization process, which entails that behaviors and 
attitudes of adolescents and their friends become more similar over time.

In adolescents, friends might influence substance use in different directions. On the one 
hand, adolescents who have positive attitudes towards substance use are likely to associ-
ate with peers with similar norms (selection), and these peers may further facilitate sub-
stance use (socialization). On the other hand, friends who disapprove of substance use (e.g. 
friends from a sport club) may inhibit the behavior. Previous research confirms the encour-
aging effect of friends: more time spent with peers increases deviant behavior during ado-
lescence (Warr 2002), a finding that also applies to alcohol consumption (Beier 2018). In 
line with this, we assume that peers support the use of substances and hence, the implicit 
assumption here is that people associate with others who have similar norms about sub-
stance use.

The physical presence of peers is the key to the mechanisms of peer influence (Hussong 
2002). It can influence substance use of adolescents in at least two ways. First, presence 
of peers may facilitate substance use by making it easier, as peers play an important role 
in the availability of alcohol and drugs. Often adolescents’ first contact with substances is 
through friends, and later on substances are also usually provided by friends (Moon et al. 
1999; Osgood et al. 1996). In terms of rational choice theory, the presence of peers reduces 
the costs of getting access to alcohol or drugs. Second, presence of peers may facilitate 
substance use by increasing the rewards. The three most effective mechanisms that increase 
rewards of deviant behavior are fear of ridicule, display of loyalty, and status seeking (Warr 
2002).

The first mechanism, fear of ridicule, emerges from the risk of rejection. Rejection by 
the group can lead to loss of identity and status. This fear of ridicule and rejection is spe-
cifically important for adolescents. The second mechanism, displaying loyalty, is closely 
related to the risk of rejection as mutual loyalty provides protection against rejection. 
Research shows loyalty in friendships is important for adolescents (Warr 1993). Finally, the 
literature shows that earning and maintaining status is a primary objective of group mem-
bers. Deviant behavior can be considered a way to earn status (Warr 2002). In short, fear of 
ridicule, displaying loyalty, and status seeking can increase rewards of certain behavior that 
is dangerous or not desirable, i.e. substance use for adolescents.

Substance use can only confirm or improve status if peers are aware of the act. The same 
argumentation holds for fear of ridicule and display of loyalty (Warr 2002). As the focus 
of this study is on explaining the situations in which substances are used, the arguments 
only apply to those situations where peers are physically present. Status may be enhanced 
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because friends are aware of substance use via other channels (e.g. Facebook), but this 
does not explain why substances are used in the physical presence of peers.

Besides the mere presence of peers, the number of peers present is important because 
additional peers affect both the costs and rewards associated with substance use. For exam-
ple, status enhancement is greater if substance use is witnessed by many peers than when 
witnessed by only a single peer. Various experiments have shown that conformity to group 
pressure increases with group size (see for a review, Bond 2005). To conclude, presence of 
peers can increase both the opportunity for and the rewards of substance use.

Previous studies have extensively investigated the relationship between peers and sub-
stance use, and found that adolescents who spent more time with their peers use more sub-
stances (e.g. Barnes et al. 2007; Flannery et al. 1999). Two studies have examined this rela-
tionship at the situational level. They showed that in the presence of friends alcohol is used 
more often (Kairouz et al. 2002), and consumption is higher (Demers et al. 2002). How-
ever, these studies were conducted among university students and were limited to alcohol 
use only.

With respect to group size, the relationship between another type of deviant behavior 
(i.e. offending) and the number of peers has been investigated (Bernasco et al. 2013; Weer-
man et al. 2015). These studies support the importance of group size given that the pres-
ence of multiple peers, only or more strongly, affected offending. Because substance use 
is viewed as a more innocent form of deviant behavior (Augustyn and McGloin 2013), it 
can be argued the presence of only one peer could already be sufficient to provoke sub-
stance use, and that the presence of multiple peers further increases the probability. Thus, 
we hypothesize that adolescents are more likely to use substances in the presence of peers 
than in the absence of peers (H2a), and that with increasing group size they are more likely 
to use substances (H2b).

Absence of Authority Figures

Supervision by authority figures is a situational form of social control. Here, social control 
does not refer to an individual’s bond to conventional society (Hirschi 1969), but to the use 
of social means to manipulate the behavior of others (Gibbs 1981). Authority figures are 
defined as individuals whose role in a situation accompanies a responsibility for trying to 
exert social control in response to deviant behavior (Osgood et al. 1996). This responsibil-
ity can arise from the role in the setting (e.g. police officer), or from the personal bond with 
the individual (e.g. parents). The implicit assumption here is that authority figures do not 
approve substance use. Thus, if authority figures are not present, social control is limited, 
resulting in a decreased risk of receiving disapproval or getting caught and being sanc-
tioned for substance use. Again, these arguments are in line with a rational perspective on 
decision-making (Cornish and Clarke 1986), as the presence of authority figures implies 
the risk of sanctions (e.g., fines, home arrest, school expulsion) or other negative or painful 
responses (rejection, disapproval) of authority figures when they observe deviant behavior.

Previous studies on the influence of authority figures are limited and focused on family 
authority figures. The few studies that explicitly measured the absence of authority figures 
found that adolescents who spent more time without adult supervision used more alcohol 
and drugs (Augustyn and McGloin 2013; Flannery et  al. 1999). Other studies  looked at 
more indirect measures of presence of family authority figures and found a negative asso-
ciation between substance use, and either time spent with family (Barnes et al. 2007; Vaz-
sonyi et al. 2002) or parental social control (Anderson 2003; Meldrum and Clark 2015). In 
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sum, we expect that adolescents are more likely to use substances in the absence of author-
ity figures than in their presence (H3).

Interaction of Situational Elements?

The previous sections have discussed the effects of three elements on deviance separately. 
An additional question is whether and how the effects of the three elements are interre-
lated. Do combinations of situational elements generate less or more risk for substance 
use than the sum of their separate effects? In other words, do the elements of unstructured 
socializing interact? The routine activity theory of deviant behavior (Osgood et al. 1996) 
defines unstructured socializing as unstructured activity with peers and without author-
ity figures present. In our reading, the exposition of the theory by Osgood et  al. (1996) 
remains ambiguous as to whether the three situational elements (presence of peers, absence 
of authority figures, and unstructured activities) are proposed to interact, such that either 
the presence of each factor increases the effects of the other two factors, or even that the 
joint presence of all three conditions is required for deviant behavior to take place. On the 
one hand, the interaction hypothesis appears to be implied by the definition of unstructured 
socializing as the combination of unstructured activity in the presence of peers and without 
authority figures present, and by the corresponding measurement of the concept by items 
from the questionnaire of the Monitoring the Future panel study. On the other hand, the 
separate discussion of each of the three situational elements as independent factors suggest 
that the interaction may not be central to the theory. For example, the authors note “This 
is not to say that the presence of peers is a necessary condition for deviant behavior (…). 
We simply claim that, other things being equal, spending more time with peers exposes an 
individual to more situational inducements to deviance, and this leads to higher rates of 
deviance.” (p. 639). Whether or not the interaction should be considered a key proposition 
of the theory, it is an interesting and practically relevant hypothesis to test empirically.

No previous literature exists that explicitly addresses this issue with respect to substance 
use, but two studies did investigate the interaction hypothesis with respect to offending, 
another type of deviant behavior. Both studies used independent measures of presence 
of peers, absence of authority figures and unstructured activity, and could therefore sta-
tistically test the interaction. Weerman et al. (2015) found that spending more time with 
peers is not related to offending if none of the other conditions are met (e.g. in school 
when activities are structured and supervised by teachers), whereas time spent with peers 
is related to offending when it takes place in combination with unstructured activities in 
the absence of authority figures. Their results are in line with the routine activity theory as 
used by Osgood et al. (1996) and suggest some interaction, but the argument that all three 
conditions are necessary for deviant behavior to take place was not supported by the study 
of Weerman et al. (2015). Bernasco et al. (2013) examined in what situations offending is 
most likely to occur. Distinguishing the same three elements of unstructured socializing,1 
they found overall support for the routine activity of deviant behavior. However, the effects 
of the situational elements were found to merely accumulate, but not interact. The limited 
available evidence on offending thus suggest that the elements of unstructured socializing 
do have independent effects on deviant behavior, but need not all be present simultaneously 

1 The model also included a variable indicating the type of location (public, semi-public or private space) 
where time was spent.
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to provoke it. However, given the centrality of the concept of unstructured socializing 
(which implies the simultaneous presence of the three situational elements) in the routine 
activity theory of deviant behavior, and taking into account the lack of empirical evidence 
on substance use, it seems justified to hypothesize that the three elements interact, so that 
the effect of each of the three situational elements is strengthened by the presence of the 
other situational elements (H4).

Data and Method

Data

Data from the Study of Peers, Activities, and Neighborhoods (SPAN) is used, conducted by 
the Netherlands Institute for the Study of Crime and Law Enforcement (NSCR). This study 
was conducted to gain insight in the activities, and delinquent behavior, of adolescents.

A random sample of 40 secondary schools was drawn in the city of The Hague and its 
suburbs, of which ten schools agreed to participate. The main reason for school refusal was 
the perceived overload of research participation requests: Many research projects in The 
Netherlands recruit study participants through schools, and to curb the burden on pupils 
and school personnel, schools tend to limit collaboration to a few studies annually. The 
school response rates did not display any bias with respect to school size or with respect 
to geographical location, but the sample was not fully representative with respect to school 
type.2

The data was collected in two waves. For the sample of the first wave (2008/2009), all 
first graders (age 12/13) and fourth graders (age 15/16) of the participating schools were 
asked to take part in the study. Movie vouchers were used as an incentive and the pupils 
could participate during school hours. A letter was sent to the parents to inform them, and 
to provide the opportunity to refuse participation (passive consent). The response rate 
was 93%.3 Two years later (2010/2011) the second wave of the study was conducted. All 
respondents of the first wave were asked to participate again. The data collection resulted in 
868 adolescents in the first wave and 616 adolescents in the second wave. The response rate 
in the second wave was thus 71%. The main reason provided for pupil non-response in the 
second wave was lack of time or unwillingness to participate (65% of the non-responders).

Non-responders were generally older and had reported more involvement in unstruc-
tured socializing and theft. They were slightly more tolerant toward substance use and 
offending, reported more delinquency of their friends and less parental monitoring. They 
did not differ significantly on self-reported violence, vandalism or general delinquency 
(Hoeben 2016).

2 The Netherlands has a free public school system characterized by multiple-track secondary education. 
Our sample contained an over representation of schools with 4-year tracks (vocational training) and of 
schools with 6-year tracks (pre-university), and an underrepresentation of the 5-year track (middle cate-
gory).
3 The main reasons for individual nonresponse were a too high workload in school, parents withdrawing 
their children from the study, not showing up at the appointment, moving to another school, and illness at 
the day of the interview. These nonresponse groups form only a small percentage of the target group (vary-
ing between 0.3 and 3.0%).
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We should acknowledge the possibility that the strength of the relation between situ-
ational elements and substance use varies between participants and non-responders. For 
example, if non-responders would be more susceptible to peer pressures, our findings 
would somewhat underestimate the relation between substance use and presence of peers. 
However, this potential bias is minimized by the fact that the differences are relatively 
minor, the response in the first wave was as high as 93%, and our analytical strategy (fixed-
effects panel regression) effectively removes any biases due to stable between-person con-
founders. Furthermore, we see no particular reason, to assume that situational effects oper-
ated differently for non-responders than for participants in the second wave.

Research Instrument

We used a space–time budget (STB) interview to collect hour-to-hour information about 
four recent days, resulting in 96 observations for every adolescent. The instrument is a 
translated and slightly adjusted version of the original instrument developed by Wikström 
et al. (2010).

The participants were asked retrospectively about the most recent Friday and Saturday 
(further referred to as weekend days), and the two most recent week days. The interview 
was conducted individually and face-to-face with the respondents. This took about 1  h 
and was done by trained research assistants. Attempts have been made to minimize social 
desirable answering: the respondents had the possibility to provide nonverbal answers (e.g. 
nodding) and all interviewers were college students or recent graduates, to make sure the 
interviewer–respondent social distance was not too big and neither too small. The inter-
viewers helped the respondents in chronologically reporting the events and activities they 
performed during the day, and when necessary probed for information.

Detailed information was reported about the main activity, the function of the place, the 
geographic location, and the persons present. Respondents provided the answers in their 
own words and these were coded by the interviewers using lists of codes (for code lists 
see Wikstrom and Butterworth 2006; Wikstrom et al. 2012). In addition, respondents were 
asked specifically whether and during which hour they used alcohol or drugs. In support of 
the validity of the STB instrument, Hoeben et al. (2014) demonstrate that measures on sub-
stance use in the STB instrument correlate strongly to items of the self-report questionnaire 
for the same participants, which ask for substance use more generally (for an extensive 
review of the STB instrument, see Hoeben et al. 2014).

In the present study, we focus on the age group of 14–16 year old adolescents, because 
this is the period in which deviant behavior generally peaks (Loeber and Farrington 2014). 
All observations of the oldest age cohort of the first wave (mainly age 15/16) and the 
youngest age cohort of the second wave (age 14/15) are selected (775 individuals).

To explain within-individual differences in substance use across situations we apply a 
fixed-effects regression model for panel data. This model makes few assumptions, and in 
estimating effects only compares outcomes from multiple observations from different situ-
ations of the same individual. This implies that in explaining substance use, we only use 
data on the 229 individuals who used substances at least once during the 4 days that are 
included (N = 21,984 observed hours). The others did not report using substances at any 
time during the 4 days covered, and hence do not vary across situations. In line with other 
articles (Averdijk and Bernasco 2015; Bernasco et al. 2013), we removed sleeping hours 



832 Journal of Quantitative Criminology (2020) 36:823–850

1 3

from the analysis because substance use is not possible during sleep.4 There are no miss-
ing values on the dependent variable (substance use) and the missing values on the inde-
pendent variables are negligible (less than 0.1%). The missing observations were removed 
from the analysis using listwise deletion. The total N = 14,665 h on 229 participants during 
4 days, an average of 16 h per day (excluding 8 h of sleep).

Measures

The unit of analysis is a person-hour, and all variables apply to the person-hour level, not 
to the person.

Dependent Variable

To measure substance use, the question “Have you used alcohol or drugs during this day?” 
was asked at the end of the coding of each day. If respondents reported substance use, 
details about when and what kind of substances were recorded. Up to three different types 
of substances could be reported per hour: (1) alcohol (e.g. beer, wine), (2) soft drugs (e.g. 
weed, hash), and (3) hard drugs (e.g. XTC, speed). Alcohol is by far the most reported 
substance (N = 961), followed by soft drugs (N = 247), and hard drugs (N = 4). Note that 
substances can be used in combination and as a result there is overlap between the catego-
ries. Respondents reported to use any substance in 1044 h. Alcohol was used exclusively 
in 794 h (76.1%), other drugs (soft drugs or hard drugs) were used exclusively in 165 h 
(15.8%), and the simultaneous use of both alcohol and other drugs in the remaining 85 h 
(8.1%).

In the main analysis of this study, we combine these items into one dummy variable 
which indicates whether respondents in a given hour reported “no substance use” (0) or 
“any substance use” (1).

The routine activity theory of deviant behavior is a general theory of all types of devi-
ant behavior. Although substance use may be a viewed as a homogeneous behavioral cat-
egory, there are cultural and legal differences between the use of alcohol and the use of 
other drugs, both in terms of availability (alcohol is widely available in many cultures and 
countries but other drugs much less so) and criminalization (soft drugs and hard drugs are 
strictly prohibited in many jurisdictions, but alcohol much less so). As a supplementary 
assessment of the robustness of the theory to variations in substance use, we performed 
additional analyses separately for use of alcohol and for use of other drugs. As the theory 
does not distinguish between alcohol and other substance, its support would be broadened 
if it were demonstrated that the theory equally applies to both types of substance use.

Independent Variables

First, the dataset contains information about the type of activity during each hour. The 
respondents reported 127 different types of activities. We recoded these activities into a 
dummy variable with two values: “structured activities” (0) and “unstructured activities” 

4 An issue is that respondents were asked about the main activity they performed during each hour. 
Respondents might have used substances when they were awake in the same hour they went to sleep, but if 
sleeping was their main activity that hour, that is what they reported. This only applied to 2 cases.
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(1). In accordance with the study of Bernasco et  al. (2013), we categorize unstructured 
activities as activities in which the timeframe is undecided, without a fixed end point, and 
in which socializing is the main activity. This means that only those activities that are 
clearly unstructured (e.g. ‘hanging around’, ‘going to a birthday party’) are coded as such, 
and activities that can be considered both structured and unstructured are coded as struc-
tured activities (examples are ‘watching a film’ and ‘bowling’). Clearly structured activities 
include items such as ‘school classes and lectures’, and ‘football’. To check the robustness 
of the results, we also conducted all our analyses using a broader definition of unstructured 
activities that includes the activities that can be regarded both structured and unstructured 
(see Table 4 in the Appendix).

Second, the presence of peers was measured in the SPAN data, including gender and 
number of peers present. Examples of the items are ‘1 male peer’ and ‘2 or more female 
peers’. We recoded this variable to “no peers present” (0), “1 peer present” (1), and “more 
than 1 peer present” (2). Peers include friends, siblings (younger than 18 years of age), and 
partners.

Finally, the concept absence of authority figures was operationalized using two vari-
ables in the dataset. The first variable measures what type of family (e.g. parents, brother) 
was present, and the second variable measures what type of others (e.g. teacher, employer) 
were present. All adult family members are considered family authority figures and all 
adult people who are personally known to the respondent are considered other authority 
figures. In line with previous literature (Hoeben and Weerman 2014; Weerman et al. 2015), 
we use a broad definition of authority figures that includes both family authority figures 
and other authority figures. We thus coded the presence of authority figures with two val-
ues: “family or other authority figure present” (0) and “family or other authority figure 
absent” (1).

Control Variables

Drinking alcohol and using drugs is expected to be more likely to occur on particular days 
and hours. It has been shown that substances are used more often on weekend days than 
on week days (e.g. Demers 1997; Kairouz et al. 2002). With respect to hours, we expect 
substances are mostly used in the evening and night hours. To account for these tempo-
ral variations, we included as controls two dummy variables, indicating whether the hour 
was during a weekend day (Friday 6p.m.–Sunday 6a.m.) and in the evening or night time 
(6p.m.–6a.m.). Note that these variables cannot provide substantive explanations of sub-
stance use, but are likely related to unmeasured time-varying variables (e.g. physical state 
of an individual). By inclusion of the temporal controls, we can partly correct for this pos-
sible bias. The issue will be explained below in further detail.

Statistical Models

In order to explain why a person uses substances in one situation but not in the other, a 
within-individual research design involving repeated measures of the same individual 
across different situations is optimal. As experimental designs are ethically and practically 
not feasible, a fixed-effects panel analysis of the space–time budget data is the second best 
option (Brüderl and Ludwig 2015; Halaby 2004). In this type of model the estimates are 
based only on comparisons between repeated observations of the same individual, and they 
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are therefore not confounded by stable measured or unmeasured individual characteristics 
(e.g. age, gender, self-control).

In this study, there are 96 repeated observations (every hour for 4 days) for each individ-
ual. Fixed effects models can only include individuals that vary on the dependent variable, 
and thus the analyses are restricted to the 229 individuals who used substances at least 
once during the 4 days.

As a check on the robustness of our findings, we also calculated estimates using random 
effects models. These models make stronger assumptions on the data than fixed effects 
models do, and provide less safeguards against confounding, but are based on information 
on all 775 individuals in the sample, including those who did not use substance during the 
4  days. Random-effect estimators are more efficient than fixed-effect estimators because 
fixed effect-estimators are only based on within-person variation (here: across observed 
hours of the same individual), whereas random-effects estimators are based both on within-
person and between-person variation.5

Because substance is not possible while sleeping, only awake hours are included in the 
analyses. With an average of 8 h sleep per day, this results in an average of 64 observations 
per person. For the dependent variable, the number of hours in which substances are used 
is 1047 (7.1%) of 14,686 recorded awake hours.

The estimated parameters are presented as coefficients (b) in the linear equation of 
the logit, and also as odds ratios (eb). Odds ratios represent the multiplicative effect of a 
unit increase of the independent variable on the odds of using substances. In the case of a 
binary independent variable (e.g. structured vs. unstructured activity), it represents the dif-
ference in the odds between both categories. A negative effect of an independent variable 
on the odds of substance use is indicated by a value between 0 and 1. Odds ratios larger 
than 1 indicate a positive effect as the odds of using substances increases. In this study, all 
hypotheses are formulated in terms of the increasing risk of substance use, and thus odds 
ratios are hypothesized to be larger than 1 for each of the independent variables.

Results

Descriptive Results

Descriptive statistics on substance use, unstructured activities, presence of peers, and 
absence of authority figures are presented in Table  1, where person-hours are the units 
of analysis. Table 1 shows, for each category of the situational elements (in the rows), the 
numbers of hours that substances were used (column A), the numbers and percentages of 
hours spent in the category (columns B and C, and columns E and F), and the percentage 
of hours that substances are used per category (columns D and G). The statistics are shown 
for substance users only (A, B, C and D) as well as for the full sample (E, F and G).

Generally, substance users spend similar percentages of time in activity categories as 
the full sample (columns C and F), although substance users spend consistently somewhat 
more time in the categories that represent unstructured socializing (25 against 19% for 

5 The random effects panel data model is a multilevel model restricted to two hierarchical levels. In our 
analysis, these levels are hours (level 1) that are nested in individuals (level 2). The independent variables 
in the random effects models reported in the Supplementary Information are centered on their grand means 
across hours and individuals.
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unstructured activities, 55 against 46% for time with peers and 34 against 26% for time 
without authority figures).

Table 1 further demonstrates that the percentage of time spent using substances varies 
considerably across situational elements (columns D and G). Here, we discuss only the 
subsample of substance users (column D). In line with the first hypothesis, adolescents 
used substances in 22% of the time in unstructured activities, but only in 2% of the time 
spent in structured activities. In support of H2a and H2b, of the hours spent without peers, 
with a single peer, and with multiple peers, 2, 9 and 12%, respectively, involved substance 
use. Finally, 3% of time spent with authority figures involved substance use, against 14% of 
the time without authority figures (H3). Though not conclusive, the descriptive results are 
in line with the hypothesized relations.

Correlations Between the Situational Elements and Substance Use

For the subsample of 229 substance users, correlation coefficients were calculated amongst 
substance use and the three situational elements. Again, person-hours are the units of 
analysis. The correlation coefficients show that all three situational elements are positively 
related to substance use. Substance use is most strongly related to involvement in unstruc-
tured activities (rt = 0.659, p < 0.001). Substance use is also more likely in the absence of 
authority figures (rt = 0.465, p < 0.001) and in the presence of peers (rt = 0.426, p < 0.001). 
Furthermore, all correlations between the situational elements are positive. Unstructured 
activities happen more often in absence of authority figures (rt = 0.407, p < 0.001) and to 
a lesser extent also in presence of peers (rt = 0.295, p < 0.001). Finally, the presence of 
peers is also more likely to go together with the absence of authority figures (rt = 0.156, 
p < 0.001).

Fixed Effects Logistic Regression Models

Above it was hypothesized that all three situational elements—unstructured activity, peer 
presence and authority figure absence—uniquely contribute to substance use (H1, H2a, 
H3). In addition, we hypothesized that the presence of multiple peers would more likely 
provoke substance use than the presence of a single peer (H2b). Furthermore, we expected 
the effects of the situational elements interact by strengthening each other (H4). These 
expectations were tested using fixed effects logistic regression models. The results are 
shown in Table 2. Although according to accepted standards in inferential statistics direc-
tional hypotheses allow for one-sided significance tests, we conform to the contemporary 
standard in most academic journals and conduct two-sided tests on all variables, including 
key variables and control variables. To avoid the arbitrariness of specific p value thresholds 
and allow for the calculation of one-sided significance levels, we report exact p values.

Model FE1 includes the main effects of the three situational elements simultaneously. 
The results confirm hypothesis 1 that adolescents are more likely to use substances in 
unstructured activities than structured activities (odds ratio 5.237). The odds of substance 
use are 3.818 times larger when one or more peers are present compared to when no peers 
are present, confirming hypothesis 2a. Also, hypothesis 3 is confirmed, as adolescents are 
more likely to use substances in the absence of authority figures than in their presence 
(odds ratio 2.426). With respect to the relative importance of the elements, the effect of 
unstructured activities (odds ratio 5.237) is larger than the effect of the presence of peers 
(odds ratio 3.818), which in turn is larger than the effect of the absence of authority figures 
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(odds ratio 2.426).6 Thus, unstructured activities seem to be most important, followed by 
the presence of peers, and then the absence of authority figures.

In Model FE2 the distinction between one and multiple peers is considered. The results 
show that the presence of two or more peers (odds ratio 4.513) has a greater positive effect 
than the presence of only one peer (odds ratio 2.527), and this difference is statistically 
significant (χ2(1) = 18.85, p < 0.001). This confirms that if peer group size increases, ado-
lescents are more likely to use substances (hypothesis 2b). The effects of the two other 
situational elements do not substantially change. Comparison of the model fit based on the 
Akaike information criterion (AIC) shows Model FE2 is preferred over Model FE1 as this 
model has a lower AIC.

In Model FE3, all two-way interaction terms between the situational elements are 
included. The results show no interaction effects between the absence of authority figures 
and either unstructured activities or the presence of peers.7 With respect to unstructured 
activities and the presence of one peer, a negative interaction effect is found where a posi-
tive one was expected. This means that during structured activities, substance is equally 
likely in the presence of a single peer as in the presence of multiple peers (odds of 3.442 
and 3.864 respectively), but that in unstructured activities, substance use is more likely in 
the presence of multiple peers than in the presence of a single peer (odds of 19.154 and 
7.934 respectively).8 The fact that the odds of substance use do not increase as much for 
unstructured activities when one peer is present (compared to the increase in odds for mul-
tiple peers) seems to be driven by a specific unstructured activity, namely the item ‘talking 
face-to-face’. In over 60% of all situations in which one peer was present and no substances 
were used (N = 490) adolescents were talking face-to-face, whereas the other 40% of the 
situations was spend in 12 different types of activities. Therefore, a plausible explanation 
for the negative interaction effect is that substance use is unusual to occur in a situation in 
which adolescents are talking face-to-face with one friend specifically rather than that it is 
less likely to occur when one peer is present during unstructured activities in general.9 To 
conclude, no support is found that the effect of one situational element is strengthened by 
presence of the other situational elements. This means hypothesis 4 is rejected.10

9 To check the robustness of the results, a broader definition of unstructured activities was considered that 
includes the activities that can be regarded both structured and unstructured (see Table  4 in the Appen-
dix). The negative interaction effect between unstructured activities and the presence of one peer was not 
observed here. This finding supports the proposed explanation as under this broad definition of unstructured 
activities this activity forms a smaller percentage (28%) of all unstructured activities.
10 In addition to the three models shown in Table 2, a fourth model was estimated. In model FE4, the inter-
action effects are tested using the dichotomous variable of the presence of peers, thus following the same 
operationalization of this variable that was used in Model FE1. No interaction effects were found. Based on 
the value of the AIC, Model FE1 is preferred of Model FE4. See Appendix, Table 5 for the full results of 
model FE4.

6 The differences between the effect of unstructured activities and both the effect of presence of peers 
and absence of authority, are statistically significant (respectively χ2(1) = 3.71, p < 0.05; χ2(1) = 26.89, 
p < 0.001). The effect of the presence of peers is significantly larger than the effect of the absence of author-
ity figures (χ2(1) = 6.49, p < 0.01).
7 As a first step, Model 3 was estimated including the three-way interaction term but this was not sig-
nificant. Table  2 shows the model estimations only including the two-way interactions. Because the five 
interaction terms jointly test a single hypothesis (H4), Bonferroni corrections should be applied to the cor-
responding reported p values. These (unreported) corrections inflate the p values, further reducing their 
statistical significance.
8 The first odds ratio is calculated by multiplying the main effects 4.957 × 3.864 = 19.154, the second by 
multiplying the main effects and the interaction effect 4.957 × 3.442 × 0.465 = 7.934.
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In Table 3, using the same set of independent variables as in model FE1 of Table 2, and 
motivated by the cultural and legal differences attached to both categories of substances, 
separate estimates are presented for use of alcohol and use of other drugs. The results sup-
port the routine activity theory of deviant behavior as they indicate that its propositions are 
valid for both types of substance use: The three key situational elements (presence of peers, 
absence of authority figures and unstructured activity) are positively and significantly 
related both to the use of alcohol and to the use of other drugs.

A closer inspection of differences between the two models suggests that the presence 
of peers and the involvement in unstructured activities are related more strongly to alcohol 
use than to drug use, whereas the absence of authority figures is more strongly related to 
other drug use than to alcohol use.

Table 6 in the Appendix repeats the fixed effect estimates of Model FE1, together with 
two sets of estimates from random effects models, the first using data on the 229 substance 
users only and the second using data on the full sample of 775 individuals. The random 
effects estimates are in line with those of the fixed effects model, and support the substan-
tive conclusions made. We provide online Supplementary Information presenting similar 
tables for Model FE2 and model FE3. Although random effects models would allow us 
to investigate effects of stable individual characteristics (e.g. gender) on substance use or 
to investigate between-individual differences in the effects of situational elements on sub-
stance use (e.g. whether peer presence affects girls more than boys), these questions are 
beyond the scope of the theory that is being tested, and were therefore not further explored. 
The random effects estimators are thus only used as a robustness check on the fixed effects 
estimators.

These conclusions are confirmed and strengthened by the results of additional models 
(included as Table S3 and Table S4 in the Supplementary Information) in which the other 
two models (Model FE2 and Model FE3) are separately estimated for alcohol and for other 
drugs. With the exception of the relation between the presence of peers (coded as no peers 

Table 3  Fixed effect logistic regression estimates of substance (alcohol vs. other drugs). Model FE1

a p values two-sided

Variables Model FE1 alcohol Model FE1 other drugs

B SE OR pa B SE OR pa

Unstructured activities 1.813 0.111 6.126 0.000 0.840 0.185 2.317 0.000
Presence of peer(s) 1.596 0.141 4.932 0.000 1.044 0.215 2.839 0.000
Absence of authority figure(s) 0.627 0.119 1.873 0.000 1.596 0.206 4.935 0.000
Weekend 1.824 0.139 6.195 0.000 0.085 0.165 1.089 0.606
Night time 3.319 0.174 27.619 0.000 1.063 0.172 2.894 0.000
Hours 13,822 3631
Individuals 216 57
Log likelihood − 1331 − 534
AIC 2672 1079
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vs. one peer versus multiple peers present) and other drug use, all other situational ele-
ments are positively and significantly related to both alcohol use and other drug use. The 
differences in the strengths of the relations between the situational elements between alco-
hol use and other drug use are also confirmed.

Discussion

Individual differences in adolescents’ substance use have extensively been studied, but less 
is known about the situations in which they use, or refrain from using, alcohol and drugs. 
The present study used unique space–time budget data to explain not who are the most 
likely substance users, but what are the most likely types of situations in which they use 
substances. Informed by the routine activity theory of deviance (Osgood et al. 1996), we 
studied the effects of three situational elements on substance use: unstructured activities, 
presence of peers, and absence of authority figures. Space–time budget data were collected 
on 868 adolescents (775 used in the analysis). They provide four full days of hour-to-hour 
measures of where, when, with whom, and what they were doing. For the 229 adolescents 
who used substances during at least 1  h in these 4  days, we use a fixed effects logistic 
regression analysis to compare the situational elements of the hours in which they used 
substances, with those of the hours in which they did not. In doing so, we test what situ-
ations provoke substance use, while controlling for stable individual differences (i.e., by 
using a within-subjects design).

Our findings are mostly in line with the routine activity theory of deviance, but they also 
suggest a potential correction. They confirm that unstructured activities, presence of peers, 
and absence of authority figures provoke substance use among adolescents. They also con-
firm that whereas the presence of one peer is sufficient to provoke substance use, the pres-
ence of multiple peers makes substance even more likely. However, we did not find support 
for the idea that the effects of situational elements interact, i.e. that they are either strength-
ened or weakened by each other, a hypothesis that seems to be implied by the theory. In 
fact, all three situational elements seem to encourage substance use independently of the 
other situational elements. In the routine activity theory of deviant behavior, the concept of 
‘unstructured socializing’ includes the convergence in time and place of unstructured activ-
ity, presence of peers and absence of authority figures. Strictly speaking, this implies that 
a situation should not provoke deviant behavior if at least one of the three elements is not 
present in a situation (i.e., if the activity is structured, if no peers are present, or if authority 
figures are present). In other words, the theory would predict that the situational elements 
interact, whereas our findings suggest that they merely accumulate in an additive way. A 
similar conclusion was drawn by two studies that tested the theory by studying offending 
behavior rather than substance use (Bernasco et al. 2013; Weerman et al. 2015).

The routine activity theory of deviant behavior applies to all deviance and should thus 
not only successfully predict substance use, but also other types of delinquent and criminal 
behavior. Therefore, comparing our findings to the results of prior work on situational cor-
relates of offending is relevant. Here, we compare our findings to a study that used the same 
space–time budget data as we did to investigate correlates of criminal offending, including 
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assaults, vandalism and theft but not substance use (Bernasco et al. 2013). Although Ber-
nasco and colleagues used a full pooled sample across both waves of the panel (whereas 
we used an age-restricted subsample) and although all their models included a variable 
indicating whether the time was spent in public space (as opposed to semi-public or private 
space), their findings on offending are in line with our findings on substance use, as they 
found support for the three situational elements (presence of peers, absence of authority 
figures, and unstructured activity) but no evidence for the elements to interact. Note that 
Bernasco and colleagues estimated models (2, 3 and 5) that included use of alcohol, use of 
cannabis, and weapon carrying as additional situational elements (i.e., as independent vari-
ables), and concluded that alcohol use was strongly and statistically significantly related 
to offending. Although they not perform a mediation analysis (Baron and Kenny 1986) to 
assess whether alcohol use mediates the relation between the three situational elements 
and offending, their results do not suggest that this is the case: the inclusion of alcohol use 
hardly affected the estimates of presence of peers, absence of authority figures and unstruc-
tured activity.

By dissecting unstructured activity, peer presence and authority absence at the level of 
situations, the present study offers detailed information about the three situational elements 
and their effects on substance use. With respect to the relative importance of the situa-
tional elements, unstructured activities seem to matter most. Substance use is most likely 
to occur during clearly unstructured activities that carry no agenda and pre-defined goals. 
Even when the threshold for being an ‘unstructured’ activity is lowered (e.g. by including 
‘shopping for fun’ as an unstructured activity), substance use is still more likely to occur 
during unstructured than during structured activities. Peers have the second most impor-
tant influence on substance use. In accordance with the mechanisms of peer influence as 
theorized by Warr (2002), we find that substance use is more likely to occur in presence of 
multiple peers. The importance of group size was shown for other forms of deviant behav-
ior (i.e. offending), but substance use appears to be unique in the sense that the presence 
of only one peer already provokes this behavior while it does not for offending (Bernasco 
et al. 2013). This finding suggests that substance use might be considered a more innocent 
form of deviant behavior, as proposed by Augustyn and McGloin (2013). Finally, the odds 
of using substances are higher when authority figures are absent than when they are pre-
sent. Supervision could be either by family authority figures or other authority figures (e.g. 
teachers). Whereas parents may differ in their approval of alcohol and drug use (Gilligan 
and Kypri 2012; Kypri et al. 2007), we expect most teachers disapprove of substance use, 
as their professional roles and standards probably overrule any positive personal attitudes 
they might have towards adolescent substance use.

Policy Implications

Adolescent substance use is associated with negative consequences in various life 
domains, and therefore challenges parents, teachers, other supervisors and policy mak-
ers to find ways to discourage the use of alcohol and drugs by adolescents. Although 
there are certainly many individual differences that distinguish adolescents who use 
substances from those who abstain, our findings highlight the possibility of changing 
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situations rather than individuals. In general, it seems easier to change situations than to 
change individuals. Policies or measures that increase the amount of structure in adoles-
cent activities, decrease the convergence of peers and increase supervision by authority 
figures, are likely to situationally discourage substance use. However, joint activities 
with peers should probably not be actively discouraged, because they have many posi-
tive effects, for example on well-being (Raja et al. 1992). Therefore, it may be advis-
able that interventions offer structured activities and provide supervision by authority 
figures, rather than limit the co-presence of peers. The findings suggest effectiveness of 
intervention programs that use promotion of sports, an example of a structured activ-
ity, to reduce substance use (e.g. Werch et al. 2003, 2005). Furthermore, policies that 
focus on adult supervision are recommended, for example in terms of parental monitor-
ing (e.g. Janssen et al. 2014). As not all parents might disapprove alcohol and/or drugs 
use of their children, these policies are best combined with information programs about 
the negative consequences that are associated with substance use at an early age (e.g. 
Werch et al. 2003).

Limitations

Like all studies, the present one has some limitations that need to be addressed. First, data 
collection is limited to 4 days per respondent and it is assumed these days are representa-
tive for a longer period of time. There is a possibility that the results are influenced by the 
timing of the data collection that took place between November and March. For example, 
during the winter adolescents might spend less time outdoors, typically in absence of (fam-
ily) authority figures, than during the summer. To get more insight in this, it would be ben-
eficial to replicate the study in a different season.

Second, the sample of Dutch adolescents that was used is not random and representa-
tive. In contrast to the individual-level response rate of 93%, only 25% (10 out of 40) 
of the schools in the sample frame agreed to participate in the study. As a result, lower 
educated adolescents and adolescents with a nonnative ethnic background are overrep-
resented in the data (Hoeben 2016). Although there are no specific reasons why sub-
stance use in these groups would be different from substance use in other groups, the 
non-random and unrepresentative nature of the sample of students might mean that the 
adolescents in our sample react differently to situations than a representative sample of 
the larger population. To prevent potential bias, future studies using stratified sampling 
designs should strive for acceptable participation rates at all stratification levels, not only 
at the level of the individual [see van der Gaag et al. (2019) for strategies to improve par-
ticipation rates of schools].

Third, the measurement of group size in this study is restricted to a distinction between 
one peer and two or more peers. A continuous measure might enable a more accurate test 
of the effect of group size on substance use.
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Fourth, respondents might be consciously or subconsciously biased when reporting the 
times and places of substance use. For example, the time that an adolescent drank alco-
hol with friends, involved in unstructured activities away from parents, might be easier to 
remember than the time he or she drank a beer alone at home. The innovative STB instru-
ment that was used attempts to minimize these problems by using a relatively short time 
frame (1 week) and by asking specifically and explicitly about substance use for every day 
included. In this regard, previous studies also highlight the benefits of time use data over 
survey data (e.g. Schulz and Grunow 2012).

Finally, like all non-experimental empirical research, our empirical design limits 
the ability to make causal inferences about the situational correlates of substance use. 
Although fixed effect estimates help us to reduce the risk of confounding by unobserved 
stable individual differences, they do not necessarily represent causal relations. Bjerk 
(2009) warns for the potential bias created by ‘dynamic selection’, which occurs if indi-
viduals self-select on the independent variables. In the case of adolescent substance use, 
for example, the absence of authority figures and the presence of peers may not directly 
cause substance use. Rather, some adolescents may avoid the presence of authority figures 
and seek each other’s company in order to create the opportunity and be able to enjoy 
substance use.

Future Research

The limitations of this study and other considerations suggest several recommenda-
tions for future research. This research was carried out in the Netherlands, and it would 
be valuable to replicate it in countries with different laws regarding the use of alcohol, 
cannabis and other drugs, and with different policies that regulate their availability of 
alcohol and drugs. Alcohol use was permitted from the age of 16 years in the Neth-
erlands at the time of the study. With respect to soft drugs (cannabis), for which the 
same age limit applies as for alcohol, a policy of tolerance exists and hard drugs is 
illegal. By January 1, 2014, the age limit for both alcohol and soft drugs has been 
increased to 18 years. For example, in the United States the age limit is considerably 
higher (21  years) and therefore it is perhaps more difficult for adolescents to obtain 
alcohol and drugs. Empirical evidence from cross-national comparative research sug-
gests that for alcohol use, the stricter rules in the USA are effective in reducing ado-
lescent alcohol use as compared to Canada and The Netherlands, but that this effect 
does not apply to cannabis use (Simons-Morton et  al. 2010). Another cross-national 
comparative study showed that cross-national variations in rules and policies do not 
affect the age of onset of use of alcohol, cannabis and other drugs (Vega et al. 2002). 
Future research might add to these insights by uncovering cross-national differences in 
the role of situational elements in adolescent substance use.

Clearly the focus of the current study was on the influence of situational effects on 
substance use, and individual differences were filtered out by our analytical strategy 
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of using a fixed-effects panel regression model. Studying individual differences was 
beyond the scope of this article. However, vulnerability for situational effects might 
differ between individuals (e.g. by gender, education, and self-control). Previous 
research has shown person-environment interactions are important for offending. For 
example, Svensson and Pauwels (2010) found that individuals with higher offending 
propensities were more vulnerable for environmental inducements. This may also be 
the case for substance use. Future research could benefit from incorporating person-
environment interactions (see for more details Wikström et  al. 2018) to identify for 
whom the situational influences on substance use matter most, and may apply random 
effects panel models to estimate them (Beier 2018).

Although we see the situational measurement of the presence of peers, the absence of 
authority figures and unstructured activities as an important step towards understanding 
adolescent substance use, these measures obviously do not tap all relevant situational 
variation. Future research might focus on an improved specification of the measure of 
peer presence, as the literature on peer effects (Beier 2018; Brechwald and Prinstein 
2011; Hoeben et  al. 2016; Thorlindsson and Bernburg 2006) clearly suggests that not 
only the presence of peers is important, but also the behavior and characteristics of 
these peers, including their age, gender and their own involvement in delinquency, devi-
ance and substance use. An individual involved in unstructured socializing with law-
abiding peers who never use substances, may still not be likely to use alcohol or drugs 
himself or herself.

Finally, the negative consequences of substance may also depend on the conditions in 
which substances are used, but very little is yet known about the differential long-term 
effects of where, when and with whom substances are used (Freisthler et al. 2014).

To conclude, whereas previous research had empirically demonstrated that adolescents 
often involved in unstructured socializing are more likely to use substances, the present 
research has shown that indeed substance use typically occurs during unstructured social-
izing, and that each of the components of unstructured socializing—unstructured activ-
ity, peer presence and authority absence—uniquely provokes substance use independently 
from the other components. The findings may help parents, teachers, counselors and pol-
icy makers who aim to prevent adolescent substance use, to direct some of their efforts to 
changing the situations that adolescents encounter during their daily activities. Often times, 
situations are easier to change than people.
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Table 4  List of unstructured (marked ‘*’) and structured (not marked ‘*’) activities

* School break Retail/sales work
* Hanging around Catering work
* Walking/biking around Hospitality service work
* Socialize Engineering/electronics work
* Talking face to face Motor vehicle work
* Talking by phone Hairdressing work
* Communication by e-mail etc. Manufacturing work
* Texting Office work
* Partying Care and health work
* Sexual activity Boxing
* Night clubbing in bar/club Martial arts
* Going to a birthday party Tennis
* Socialize and drink Badminton
* Multiway socializing Table-tennis
* Visiting someone Athletics
* Attending a wedding Other individual sports

General domestic activity Rugby
Housework/Chores Football
Gardening Cricket
Shopping (domestic) Ice-hockey
Child care not paid Land-hockey
Pet care Basketball
Walking the dog Volleyball
Other incl. cooking (fun) Korfball/handball

# Shopping (fun) Other team sports
Eating Drama
Personal care (washing, dressing) Dance, music, orchestra, band
Medical care (treatment etc.) Art/photography/multimedia
Ill at home Guides/scouts
Dental care Church/mosque/religious center
Physical exercise Other specific club/organization
Psychological treatment # Hobbies and games general
Praying # Hobbies (collect, paint, write)
School classes and lectures # Roller/Ice-skating/skateboarding
Homework # Bowling
Other school based # Darts
Apprenticeship, internship # Snooker
Application interview # Traditional game playing
Going home ill Gymnastics
Work general/other (paid) Ballet
Voluntary work Street dance, breakdance, etc.
Agricultural work Horse riding
Newspaper round (work) # Travel main activity
Cleaning work Cultural activity general
Sales employee (work) Official meeting
Fitness Watching sports event
Collect items (to go) Visit barber, beauty salon
Construction work Cleaning up room/bed

Activities marked # were included as ‘unstructured’ in the robustness check discussed in footnote 8
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Table 5  Fixed effects logistic 
regression estimates of substance 
use. Model FE4

Unstructured = Unstructured activities; Authority = Absence of author-
ity figures
a p values two-sided
b No Bonferroni corrections on interaction terms

Variables Model FE4

B SE OR pa

Unstructured activities 1.581 0.190 4.862 0.000
Presence of peers 1.304 0.183 3.685 0.000
Absence of authority figure(s) 0.512 0.233 1.669 0.028
Weekend 1.311 0.109 3.711 0.000
Interactionsb

Night time 2.522 0.120 12.454 0.000
Unstructured × Peers − 0.155 0.225 0.857 0.492
Unstructured × Authority 0.321 0.206 1.379 0.119
Peers × Authority 0.258 0.251 1.294 0.304
Hours 14,665
Individuals 229
Log likelihood − 1698
AIC 3413
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